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Abstract. We investigate the relative phase coherence properties and the occurrence of demixing insta-
bilities for two mutually interacting and time evolving Bose-Einstein condensates in traps. Our treatment
naturally includes the additional decoherence effect due to fluctuations in the total number of particles.
Analytical results are presented for the breathe-together solution, an extension of previously known scaling
solution to the case of a binary mixture of condensates. When the three coupling constants describing the
elastic interactions among the atoms in the two states are close to each other, a dramatic increase of the
phase coherence time is predicted. Numerical results are presented for the parameters of the recent JILA

experiments.

PACS. 03.75.Fi Phase coherent atomic ensembles; quantum condensation phenomena —

05.30.Jp Boson systems

1 Introduction

Since the recent experimental observation of Bose-Einstein
condensation in dilute atomic gases [1], much interest has
been raised about the coherence properties of the con-
densates. Considerable attention has been devoted to the
matter of the relative phase between two condensates: how
this phase manifests itself in an interference experiment
[2,3], how it can be established by measurement [4,5], and
how it evolves in presence of atomic interactions [5-7] and
in presence of particle losses [8].

As it was proved in recent experiments performed at
JILA, binary mixtures of condensates represent an ideal
system to study the phase coherence properties of Bose-
Einstein condensates [9]. In these experiments two con-
densates in two different internal atomic states are created
with a well-defined relative phase. After a time 7 during
which the condensates evolve in the trapping potentials,
one mixes coherently the two internal atomic states which
makes the two condensates interfere; from the spatial in-
terference pattern one gets the relative phase of the two
condensates. By repeating the whole experimental pro-
cess, one has access to the distribution of the relative phase
after an evolution time 7, so that one can investigate phase
decoherence as function of time.

The interaction between the two condensates in the
JILA experiment gives rise to a rich spatial separa-
tion dynamics between the two condensates [10], which
complicates the theoretical study of the relative phase
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dynamics. As a consequence previous theoretical treat-
ments of the phase decoherence processes, dealing essen-
tially with steady state condensates, as in [11], cannot
a priori be applied to the experimental situation.

A treatment of the phase coherence of two interacting,
non stationary, condensates can be found in [12], with two
important differences as compared to the present situation
of interest: (1) in [12] the condensates are subject to a
continuous coherent coupling of amplitude A; results are
obtained from a perturbative expansion in powers of 1/A4
and cannot be simply extended to the present A = 0 case;
(2) in [12] all the coupling constants gaa, gab, gbb between
the two internal atomic states a and b are assumed to be
equal.

In this paper we propose a formalism to study the
relative phase dynamics of interacting and dynamically
evolving Bose-Einstein condensates initially at zero tem-
perature.

We present the general method in Section 2. It con-
sists in expanding the initial state on Fock states, and
in evolving each Fock state in the Hartree-Fock approxi-
mation. We determine the time dependence of the phase
collapse for a binary mixture of condensates, due to (1)
fluctuations in the relative number of particles between
the condensates, intrinsic to the initial state with well-
defined relative phase, and (2) fluctuations in the total
number of particles. In the next two sections we apply
this general formalism to two limiting cases that can be
treated analytically.

The first case, in Section 3, considers a partic-
ular solution of the non-linear Schrodinger equations
for the condensates wavefunctions; in this solution the
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two condensates remain spatially superimposed as they
breathe in phase, provided that dynamical stability condi-
tions (that we determine) are satisfied. We find that phase
decoherence can be highly reduced with respect to non
mutually interacting condensates when the three coupling
constants gaa, gab, gbb between atoms in the two internal
states a, b are close to each other.

In Section 4, we therefore study in a more general case
(not restricted to the breathe-together solution) the dy-
namics of the relative phase for a mixture of condensates
for close coupling constants. Our treatment requires also
in this case the absence of demixing instability, a point
that we discuss in detail.

Finally we discuss the case of the JILA experiment in
Section 5. This case, that corresponds to close coupling
constants in a regime of demixing instability, is more diffi-
cult to analyze. The predicted phase collapse time depends
on the fluctuations of the total number of particles; it is
on the order of 0.4 s for Gaussian fluctuations of 8%.

2 General method

In this section, we introduce a gedanken experiment
to characterize phase coherence between two conden-
sates: the relevant quantity is the interference term

(z/;bT (r,t)1)a(r, t)) between the atomic fields of the two con-
densates a and b. Subsequently we express this interference
term in the Hartree-Fock approximation, assuming an ini-
tially well-defined relative phase between the condensates.
After a further approximation on the modulus and the
phase of the condensate wavefunctions, we determine the
decay with time of the interference term due to atomic
interactions; we arrive at the simple results equation (18)
for a fixed total number of particles and equation (22) for
Gaussian fluctuations in the total number of particles.

2.1 Considered gedanken experiment

The experimental procedure we consider to measure the
phase coherence is inspired by recent experiments at
JILA [9]. A condensate is first created in a trap in some in-
ternal atomic state a; the corresponding condensate wave-
function in the zero temperature mean-field approxima-
tion is ¢g, a stationary solution of the Gross-Pitaevskii
equation:

h2

ppo = —%A% + [Ua(r) + Ngaaldo[*]0- (1)
In this equation N is the number of particles, g., is
the coupling constant between the atoms in the inter-
nal state a, related to the scattering length a., by gaa =
4h2a,,/m; U, is the trapping potential seen by the atoms
in @ and p is the chemical potential. Note that we have

normalized ¢ to unity.
At time ¢ = 0 a resonant electromagnetic pulse trans-
fers in a coherent way part of the atoms to a second in-
ternal state b. The state of the system is then given in the
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Hartree-Fock approximation by
[(0)) = [cala, do) + cnlb, go)]™ (2)

with |ca|? + |ep|? = 1. As we assume a Rabi coupling be-
tween a and b much more intense than p/k the atomic
interactions have a negligible effect during the transfer so
that the amplitudes c, 1, depend only on the pulse param-
eters, not on the number N of particles. In the N-particle
state equation (2) the condensate in state a and the con-
densate in state b have a well-defined relative phase; we
therefore call this state a phase state, in analogy with [13].

The two condensates evolve freely in their trapping
potentials during the time 7. During this evolution we
assume that there is no coherent coupling between a and b
to lock the relative phase of the condensates; in particular
the only considered interactions between the particles are
elastic, of the type a+a — a+a (coupling constant g,, >
0), a+b — a+ b (coupling constant g., > 0), b+ b —
b+ b (coupling constant gy, > 0). We therefore expect a
collapse of the relative phase for sufficiently long times,
due to atomic interactions.

To test the phase coherence at time 7, a second elec-
tromagnetic pulse is applied to mix the internal states a
and b. We assume that this second pulse is a 7/2 pulse, so
that the atomic field operators in the Heisenberg picture
are transformed according to

~ + e_i‘S ~
'(/Ja(T ) - \/5 7»/]&(7— ) +

eié

V2
. el ei6

5 )
¢b(T+):*\/§wa(T’)+\/§¢b(T’), (4)

du(m7), (3)

0 being an adjustable phase. One then measures the mean
spatial density p, in the internal state a, averaging over
many realizations of the whole experiment:

Pa = <'J];(T+)1ﬁa(7_+)>' (5)

The signature of a phase coherence between the two con-
densates at time 7 is the dependence of the mean density
pa on the adjustable phase §. More precisely we define the
contrast

o masops —mingp, _ AW o
maxsp, + Mmingps, Zszayb <'J12 (T_)'Q/AJE (7))

The contrast involves the interference term
<1/)l(7'*)wa(7’)) which carries the information about
the relative phase between the two condensates.

2.2 Approximate evolution of an initial phase state

The time evolution in the phase state representation is not
simple, as an initial phase state is mapped onto a super-
position of phase states. It is more convenient to introduce
Fock states, that is states with a well-defined number of
particles in a and in b, these numbers being preserved by
the time evolution.
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We therefore expand the initial phase state over the
Fock states:

N 1/2
> ()

N,!Nyp! &
No=0

where we set N, = N — N,.
By calculating the evolution of each Fock state in

the simplest Hartree-Fock approximation, we get the

following mapping;:

|Na . ¢07 Nb : ¢0> -

eiiA(Nabe;t)/ﬂNa : d)a(Naa Nb; t)a Nb : d)b(Na; Nb; t))

w(0)) = ¢ " Na: éo, N2 o) (7)

(8)

where the condensates wavefunctions evolve according to
the coupled Gross-Pitaevskii equations:
2

h
ihde = [f A+ UL(r)
+Negae|¢6|2 +N€’g€s’|¢a’|2 ¢6 (9)

(where &’ # ) with the initial conditions
¢a(0) = ¢(0) = ¢o

and where the time dependent phase factor A solves:

d 1
EA(NaaNbit) == *iNazgaa/dr |¢a|4

1
- §N§gbb/dr |¢b|4*NaNbgab/dI‘ |pal?|Pn]?. (11)

(10)

Equation (11) is derived in Appendix A. Physically dA/d¢
is simply the opposite of the mean interaction energy be-
tween the particles in the Fock state. In the case where the
Fock state is a steady state, the need for the phase factor
A additional to the Gross-Pitaevskii equation is obvious;
the exact phase factor is indeed e 7*#*/" where E is the en-
ergy of the Fock state, whereas the phase factor obtained
from the Gross-Pitaevskii evolution is e~ !(NatatNoun)t/h
where p, 1 is the chemical potential in a, b.

Using the evolution of the Fock states, and other
approximations valid in the limit of large numbers of
particles (as detailed in the Appendix B) we obtain for
the interference term between the condensates with a
well-defined total number N of particles:

(Db v = cact Z 'N '|Ca|2(Na—1)|cb|2Nb
X ¢a(Na;Nb)¢b( af]-aNb‘i’]-) (12)
where N, = N — N,. The exact computation of this sum

remains a formidable task, since it involves in principle the
solution of N different sets of two coupled Gross-Pitaevskii
equations. We introduce some simplifying approximations
in the next subsection.

2.3 Phase collapse for a mixture

In the present experiments the total number of particles
fluctuates from one realization to the other, so that equa-
tion (12) has to be averaged over N. We assume that
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the fluctuations of the total number of particles have a
standard deviation AN much smaller than the mean to-
tal particle number N. As the distributions of the number
of particles in a and b in a phase state have also a width
much smaller than N (typically on the order of N'/2) we
can assume than the number of particles in a¢ and in b are
very close to their average values N. = |c.|>N. We now
take advantage of this property to simplify equation (12).

We split the condensate wavefunctions in a modulus
and a phase 6.; we assume that the variation of the mod-
ulus can be neglected over the distribution of N, }, and
that the variation of the phase can be approximated by a
linear expansion around N.. We thus get the approximate
form for the condensate wavefunctions:

e (N, Ni) e exp |1 Y (Nor = Nov) (O, 02) (Na, Ny)

e'=a,b

(13)

where ¢. = ¢.(Na = N,, Ny = Ny).
To this level of approximation the mean densities in
the internal states a, b are simply given by

<1/3212)6>N =~ N€|d;8|2
whereas the interference term between the condensates is:
(W a) N = Neachdadn,” exp {i[(N — N)xs
=N (leal?® = [eb]?)xa] } €X°
X [|ca|2ei"d + |cb|2e71"d]N71 .

In this last expression we have introduced the time and
position dependent quantities

(14)

(15)

Xs = [(3N +0n,) (02 — 0)] (Nay Np) (16)

N = N =

Xd = 5 [(On, = On,) (B2 — Op)] (Na, Vo). (17)
The phase xo = (1/2)(0n, — On,)(0a + Op)(Na, Np) in
equation (15) is less important as contrarily to xsa it is
not multiplied by N. At time ¢ = 0 all the x’s vanish. In
the large N limit, the x’s are expected to be on the order
of jit/AN.

The factor responsible for the collapse of the contrast
at a fixed value of N is the last line of equation (15), the
exponential factors in the first two lines being of modulus
one. As N is large a small variation of x4 from its initial
value xq4(t = 0) = 0 is sufficient to destroy the interfer-
ence term. Over the range of the collapse we can therefore
expand the exponential of £iyq to second order in xq,

obtaining:
<'lﬁ1];'¢;a>N ~ NCaC§(5a(5b* exp {i(N —N)
x[xs + (leal® = lenl)xal} exp [2Nxdleallen?]

The second exponential factor in this expression allows
to determine the collapse time ti* for a fixed number of

particles, through the condition

ANlea[ep XA () ~ 1

(18)

(19)
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such that the modulus of the interference term is reduced
by a factor e /2 from its initial value. The first expo-
nential factor in equation (18) accounts for the phase dif-
ference of the interference term for N particles and N
particles, as shown by the identity:

Xs + (|Ca|2 - |Cb|2)Xd =

d

I L(a - Ou)(Nleal?, Nlev[*)] y_y - (20)
This phase factor can also be understood as a consequence
of a drift of the relative phase between two condensates
at a velocity v(N) depending on the total number of par-
ticles:

U(N) = (0 — 0b) + (N = N)J [xs + (leal® — len[*)xa] -
(21)

As we shall see in the next subsection fluctuations in the
total number of particles N result in fluctuations of this
phase factor, providing an additional source of smearing
of the phase, as already emphasized in [8].

2.4 Effect of fluctuations in the total number
of particles

The effect on the phase collapse of fluctuations in the total
number of particles is obtained by averaging equation (18)
over the probability distribution of N. To be specific we
assume a Gaussian distribution for N. The average can
be calculated by replacing the discrete sum over N by
an integral; we neglect a term proportional to (ANx3)?
scaling as (AN/N)? at the collapse time 1*; the resulting
modulus of the interference term reads:

e _ ., 1
(B5] = Nleaciindy| exp { -5 (AN

X [d%(@a - 9b)}

The first exponential factor in this expression represents
the damping of the interference term due to fluctuations
in the total number of particles; the second exponential
factor, already present in equation (18), gives the damp-
ing due to fluctuations in the relative number of particles
between a and b, as can be seen in equation (17).

2

} exp [~2Nx2calPlenl2] . (22)
N=N

2.5 The steady state case and comparison
with previous treatments

Our treatment can be easily adapted to the case of two
initially different condensate wavefunctions ¢, (t = 0) and
¢p(t = 0). In the particular case of condensates in station-

ary states, the formulas for the interference term (ﬁsz/;Q
remain the same, and one has 0. = —pu.(N,, Ny)t/h. We
can give in this case the explicit expression for the collapse
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time ¢f* defined in equation (19), assuming a fixed total
number of atoms N = N:

-1
15 = b [ NY2leacy (9, = O (12 = )] (23)
For the particular case of non mutually interacting steady
state condensates . depends on N, only, so that the par-
tial derivatives in the denominator of equation (23) re-
duce to dpta /AN, +duy, /ANy, and we recover the results of
[5,8].

From equation (23) we see that what matters physi-
cally is the change in the difference between the chemical
potentials of the two condensates when one transfers one
particle from one condensate to the other. For this reason
the case of mutually interacting condensates with close
coupling constants can lead to much larger t.’s as com-
pared to the case of non-mutually interacting condensates.
For example, in the case of the JILA experiment [9], as-
suming that the condensates are in steady state, one finds
tfix ~ 3.1 s; by ignoring the interaction between the con-
densates (setting by hand g, = 0) one obtains the much
shorter time ~ 0.25 s. The JILA case is analyzed in more
detail in our section 5.

A similar prediction on the reduction of decoherence
due to mutual interactions between the two condensates,
in trapping potentials with different curvatures, was ob-
tained numerically in [11].

The treatment in [7] considers the absolute phase dy-
namics of a single condensate (in our formalism ¢, =
0) in a coherent state. When the condensate wavefunc-
tion is stationary one has simply 0, = —puat/h. From
equation (22) with AN = N'/2 (as the coherent state
has a Poisson distribution for N) we then find that the
phase of the condensate order parameter is damped as
exp[— N (dpa/dN)?t2/2h?] as in [7)].

3 Application to the breathe-together
solution

In this section we consider a particular solution of the
coupled Gross-Pitaevskii equations for which an approx-
imate scaling solution is available when the chemical po-
tential is much larger than the energy spacing between
trap levels, the so-called Thomas-Fermi regime. We first
give the set of parameters for which this solution, that
we call the breathe-together solution, exists. We then lin-
earize the Gross-Pitaevskii equations around this solution
to determine its stability with respect to demixing and to
obtain the phase coherence dynamics.

3.1 Description of the breathe-together solution

We now determine the set of parameters such that the
coupled Gross-Pitaevskii equations (Eq. (9)) for

N. = N. = Nlc.|? (24)
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have a solution with ¢,(r,t) = ¢p(r,t) = é(r,t). The
general condition is that the effective potential, that is the
trapping potential plus the mean field potential, seen by
the atoms in a and in b should be the same. This condition
is satisfied when:

Ua(r) = Up(r) = U(r)
Nagaa + Nbgab = Nbgbb + Nagab = Ng

(25)
(26)

The resulting Gross-Pitaevskii equation for the conden-
sate wavefunction ¢ common to a and b is then:

2
oo = | o A+ UG) + Nold| 6 (27

with the initial condition ¢(r,0) = ¢g[N = N](r) = o,
where ¢¢ is defined in equation (1).

By rewriting equation (26) as N,/N, = (gob —
Jab)/(gaa — gap) We see that this equality can be satis-
fied by choosing properly the mixing angle between a and
b provided that
(28)

Gab < Jaa; gbb O  Gab > Gaa, gbb-

As we shall see below, only the first case is relevant here,
since the second case corresponds to an unstable solution
with respect to demixing between a and b.

3.2 Linearization around the breathe-together solution

The strategy to obtain the quantities x5 q relevant for the
phase dynamics is to calculate in the linear approximation
the deviations d¢. between the breathe-together solution
¢ and neighboring solutions ¢. for N. slightly different
from N.:
5¢EE¢E(Na+6NaaNb+6Nb)_¢E(Na7Nb)- (29)

From the definitions equations (16, 17) one indeed realizes
that in the limit of small d N,:

00, — 69b]
Xs = ~ (30)
{ 20N SNy =6N,
00, — 59b]
Xd = {7 (31)
20Na | 5n,=—sN,

where 00, 1, are the deviations of the phase of the neigh-
boring solutions ¢. from the phase of the breathe-together
solution:

(32)

06, — 66y, =Im {5% - &&} .

¢ ¢

It turns out that homogeneous rather than inhomogeneous
linear equations can be obtained for the deviations d¢. by
introducing the quantities:

_ O[V/Neg] _ ON. -
6906 == W - 2Ne¢+6¢6' (33)
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Furthermore a partial decoupling occurs for the linear
combinations

(34)
(35)

The sum dps obeys a linear equation involving dpgq as a
source term:

dps = 0pa + dipp,
dpa = dpa — dipp.

K2 -
ih0 s = 7%A+U+2Ng|d>|2 dps

+ Ng¢?60% + (Nagaa — Nogow) (|62 00a + 6%5¢3).  (36)

The part of this equation involving dys is identical to the
one obtained for a single condensate with N particles and
a coupling constant g. The corresponding modes have min-
imal frequencies on the order of the trap frequency w for
an isotropic harmonic trap [14].

The difference dpq obeys the closed equation:

h? -
ihf)tégod =|-——A + U + Ng|gz§|2 6(pd
2m
Na 7b 112 2 *
+ N (gaa + gbb — 2gab)(|¢| 690d + ¢ 690d) (37)
where we have used the identity:
Nb(gbb - gab) = Na(gaa - gab)
NN
= =2 (gaa + Gbb — 20ab). (38)

N

As shown in [15] minimal eigenfrequencies of this equation
can be much smaller than w; e.g. when all the coupling
constants are equal, the minimal eigenfrequencies in a har-
monic isotropic trap of frequency w scale as hw?/u < w
in the Thomas-Fermi limit.

For the derivation of the x’s it is sufficient to calculate
dpq. The relative phase between the two condensates for
the considered neighboring solution with N. = N, + 6N,
particles in the state ¢ is in fact given by:

59a—59b=l_[%—%}

39
5 (39)
as can be checked from the definition equation (32).

3.3 Approximate equations of evolution
in the Thomas-Fermi limit

In the remaining part of this section we assume an
isotropic harmonic trapping potential U(r) = mw?r?/2
and we restrict to the Thomas-Fermi limit p > hw.

In the Thomas-Fermi limit it is known [16,17] that
most of the time dependence of the wavefunction ¢ can
be absorbed by a time dependent gauge and scaling trans-
form; here we apply this transform to both ¢ and dpq:

— efin(t)
\3/2 (t)
efin(t)
690d (I‘, t) = A3/2 (t)

OO G\ (1)) (40)

RO 2MNO 5 (/N (8), 1), (41)
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The scaling factor A(t) solves the second order Newton-
type differential equation
2
A=L Y _2
Gaa A
with the initial condition A(0) = 1, A(0) = 0. The “force”
seen by A in equation (42) derives from the sum of an
expelling 1/\% potential due to repulsive interactions be-
tween atoms and an attractive A2 potential due to the
harmonic confinement of the atoms. It leads to periodic
oscillations of A, that is to a periodic breathing of the con-
densates. We have also introduced a phase factor involving
the time dependent function 1 such that 1) = jig/(gaa\>h).
In the Appendix C we derive approximate evolution

(42)

equations for ¢ and dpqg; we give here only the result. To

lowest order in the Thomas-Fermi approximation ¢ does
not evolve and can be approximated by the Thomas-Fermi
approximation for ¢g:

. B 15 \ /2 9 11/2
o(r,t) = ¢o(r) ~ (m) [1 — ;—%] (43)

with a Thomas-Fermi radius Ry = /2i/mw?. The ap-
proximate evolution for dpq is conveniently expressed in
terms of the real function « and the purely imaginary
function 3:

a=9 bpa+ 969} (44)
1 [ 6 6&31

B=z|—=——-="|. (45)
2 l o

These functions have a clear physical meaning. The first
one « corresponds to the deviation §p, /N, —dpp/ Ny, writ-
ten in the rescaled frame, dp. being the deviation of spatial
density in the condensate ¢ from the breathe-together so-
lution. Apart from a factor i the second function 3 is the
deviation of the relative phase equation (39) written in
the rescaled frame:

(69a - 59]0)(1'7 t) = _iﬁ(r/)‘a t) (46)
The equations of evolution for «, 3 are:
ihd, (g) = L(t) (g) (47)

where the operator L(t) in the Thomas-Fermi approxima-
tion reads:

L(t) =
7% div [502 grad(~)] ) .

0
( % NLKI,\?‘* (gaa + gbb — 2gab) 0
(48)

The initial conditions for «, 8 at time ¢t = 0 obtained from
equations (33, 10) are:

a(0) = (ﬂ _ %) 72

A (49)
p(0) =

(50)
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3.4 Solution of the Thomas-Fermi evolution equations:
stability against demixing

The strategy to determine the time evolution of «, (3 is
(1) to expand the vector (a(0),/3(0)) on eigenmodes of
the operator L(0), and (2) to calculate the time evolution
of each eigenmode.

3.4.1 Expansion on modes of L(0)

Consider an eigenvector (o, 3) of the operator L(0) with
the eigenvalue Af?2. For {2 = 0 one can express the compo-
nent 3 as function of a:
(0% N Nb
———(gaa + gbb — 2gab)

=15 (51)

and obtain the eigenvalue problem for a:

NaN aa -2 a
Q%:( sz(g “J;b gb))S[a] (52)

where we have introduced the Stringari operator:

N _

Sla] = 2 Jaa div[¢02 grad . (53)
m

This operator has been studied in [14]. Tt is an Hermitian

and positive operator, with a spectrum qw?, ¢ non negative

integer; ¢ is given by

g=2n>+2nl+3n+1 (54)
as function of the radial quantum number n and the an-
gular momentum [. This allows the determination of the
eigenfrequencies (2:

NaNb (gaa + 9bb — 2gab) 1/ 1/2
0, == (2 2l ) i, (5
with ¢ > 0 as we have assumed {2 # 0. The case of a
vanishing {2 corresponds to the zero energy mode «y =
0,80 = 1 of the operator L(0), as it can be checked from
a direct calculation.

All the eigenmodes of L(0) have been identified. They
do not form a complete family of vectors however. The
vector (a« = 1,8 = 0) cannot be expanded on the eigen-
modes of L(0). Its first component « is indeed in the ker-
nel of the operator S (as S[a] = 0) whereas none of the
ag is in the kernel of S (S[a,] = qw?a, is not identi-
cally zero) except when ¢ is identically zero (for ¢ = 0).
The family of eigenvectors of L(0) completed by the ad-
ditional vector (o = 1,8 = 0) forms a basis. The ad-
ditional vector is called an anomalous mode, and we set
Qanom = 1, Banom = 0; the action of L(0) on the anoma-
lous mode gives the zero energy mode times the constant
factor N, (gaa — gan) [18].

The mode functions o, of the operator S are given
n [14]. It turns out that in the expansion of the initial
conditions for «, 3 equations (49, 50), only the isotropic
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eigenmodes of L(0) with ¢ = 5 and the anomalous mode

are involved:
Oé(O) _ Qg=5 Q=5 1
() [z = (i e (0)
(56)

The isotropic eigenmode of S with ¢ = 5, the so-called
breathing mode, reads

By equation (51) we have (B,—5 = Q=5 NaNb (gaa +
gbb — 2gab)/ Nhf2q—5. For the coefficients of the modal
expansion of («(0), 3(0)), we obtain

(57)

3 (0N, 0N,
Canom = 4T R} ( N. N, ) (58)
s = fgcanom. (59)

3.4.2 Evolution of the modes and stability against demixing

As a second step we determine the time evolution of
the modes of the operator L(0). If we consider an
eigenstate (ayq(0),54(0)) of L(0) with the eigenenergy
hf2, and evolve it according to equation (47), we find
that the evolution reduces to multiplication by purely
time dependent factors A,(t), By(t):

ag(r,t) = Aq(t)(r,0) (60)
Ba(r,t) = By(t)B(r, 0) (61)
where the factors satisfy the differential equations:
g s
iA, = /\—ng (62)
s A2
iB, = )\—gAq (63)

with the initial conditions A,(0) = B,(0) = 1. Note that
the zero energy eigenmode does not evolve, as 2, = 0.
The anomalous mode has to be integrated separately,
leading to

Qanom (T, t) =1 (64)

NaNb (gaa+gbb_2gab) /t
nom 7t - N T .
Banom(r,8) = —5 in o

dt’

Wy ()

We are now able to address the problem of dynamical
stability of the breathe-together solution. Dynamical sta-
bility requires that any small deviation of the ¢.’s from
the breathe-together solution ¢ should not grow exponen-
tially with time. Here an exponential growth of a may
correspond to a demixing of the two condensates a and b.

A first case of instability occurs when gan, > gaa, Gbb-
In this case the eigenfrequencies {2, are purely imaginary
and Ag, B, diverge exponentially with time [19]. We have
checked by a numerical integration of the Gross-Pitaevskii
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Fig. 1. Modulus squared of the condensate wavefunctions
|$2 b|(Na, Nb) as function of the distance r to the trap center
at a time wt ~ 29.5, from a numerical solution of the coupled
Gross-Pitaevskii equations in the case of a dynamically un-
stable breathe-together solution. We have taken gph/gaa = 1.2
and gab/gaa = 1.5. We have applied a deviation § Ny = — N, =
—0.05N, from the exact breathe-together condition. The chem-
ical potential is i = 28.9Aw. The curve in solid line corresponds
to ¢a, the dotted curve corresponds to ¢,.

equations with spherical symmetry that the spatial distri-
bution then acquires a structure of alternating shells of
a atoms and b atoms (see Fig. 1).

We suppose from now on that g.p < gaa, gop. Insta-
bility may still occur in this case due to the periodic
time dependence of the coefficients in the system (63),
as shown in [20]. We have studied in more detail the sta-
bility of the mode ¢ = 5, which is the one populated ini-
tially (see Eq. (56)); we have found non-zero instability
exponents o (C5(t) ~ €7') in a very limited region of
the plane (gab/gaa, gbb/gaa), With very small exponents
(0 < 3 x1072w). A direct numerical integration of the
Gross-Pitaevskii equations did not show any demixing of
a and b even at times > o~! [21]. This suggests that the
finite instability exponent is an artifact of the Thomas-
Fermi approximation.

We assume in what follows the dynamical stability of
the breathe-together solution.

3.5 Phase dynamics

In order to calculate the functions x4, xs relevant for the
relative phase dynamics, we calculate the evolution of the
deviation §pq due to a small change in IN,, Ny, with respect
to Na,, Ny, that is we evolve the initial state (56) according
to the results of the previous subsection.

As we assume dynamical stability of the breathe-
together solution, the modes with ¢ = 5 perform only
oscillations in time [22]. The relevant contribution for
the phase dynamics therefore comes from the anoma-
lous mode, which from equation (65) has a (§ diverg-
ing linearly with time. Assuming 3(r,t) ~ CanomBanom (t)
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and using equations (58, 46) we obtain:

201 NalNy, (gaa + gbb — 29an)
60, — 66 yU) ~ ————=
( b) (18 ~ — 5 Jaa

y SNa 6Ny /t dt’
Na Ny /) Jo X()

We specialize this formula with § N, = £ N, and we get
from equations (30, 31):

ool (dw gaa+gbb—29ab/t dt’
X ToR AN ) vy Gaa o A3 (t)

Xs ™~ (lcbl2 - |Ca|2)Xd-

We have introduced the derivative of the chemical po-
tential with respect to the total number of particles
((dp/dN)(N = N) ~ 2j1/5N in the Thomas-Fermi limit)
in order to recover the characteristic time scale for the
phase collapse of steady state non mutually interacting
condensates. Our formula reveals the interest of close cou-
pling constants, such that g., + gob — 2gap <K gaa- In this
case xq is strongly reduced with respect to non mutu-
ally interacting condensates; A performs small oscillations
around the value A = 1 so that the integral over ¢’ can be
replaced by t. The more general case of close g’s not neces-
sarily satisfying the breathe together condition is analyzed
in the next section.

We note that the value of x5 as function of x4 could be
expected a priori from equation (20): when equation (26)
is satisfied, the condensate wavefunctions form a breathe-
together solution and have therefore a vanishing relative
phase for N, = N|ca|?, N, = N|ep|?, whatever the value
of N is. An important consequence is that there is no extra
damping of the phase coherence due to the fluctuations of
the total number of particles (see Eq. (22)).

(66)

(67)

(68)

4 Case of close coupling constants

We consider in this section the case of close coupling con-
stants which leads to a dramatic reduction of the relative
phase decoherence with respect to the case of non mutu-
ally interacting condensates.

The strategy is to solve approximately the Gross-
Pitaevskii equations (Eq. (9)) for ¢a(NVa, Np) and
¢1(Na, Np) and apply the formulas (16, 17) directly. For
all equal ¢’s the initial state is indeed a steady state for the
equation (9) and xs = x4 = 0. For close g’s we linearize
the Gross-Pitaevskii equations around the initial value in
the hydrodynamic point of view.

4.1 Linearization in the classical hydrodynamics
approximation

We first rewrite the Gross-Pitaevskii equations (Eq. (9))
in terms of the hydrodynamic variables:

Pe = NE|¢€(NaaNb)|2

h
v. = — grad 0.(N,, Ny)
m
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that is densities and velocity fields of the two condensates.
We further assume the Thomas-Fermi limit p > hw and
neglect the quantum pressure terms as in [14] in the time
evolution of the velocity fields:

Orpe + div(peve) =0 (71)

1 1
Ove + 3 grad v? = - grad [U(r) + pegee + pergee'].
(72)

At this point we introduce the deviations of the densities
and velocity fields from their initial values:

pe(t) = pe(0) + dpe(t) (73)
ve(t) = ve(0) + dve(t) (74)
where the initial values are given by:
ps(tzo):NE|¢0|2(N) (75>
ve(t=0)=0. (76)

By expanding equations (71, 72) to first order in the small
quantities §p., dve, we obtain:

D:6pe + div[N|po|?6ve] =0 (77)

1
Oov: + E grad [5pegae + 5p6’ges’] =
1
m grad [|¢0|2](N6966 + Nergeer — N gaa)- (78)

By taking the first time derivative of equation (77) we
eliminate the velocity field and we get:

D20p. + ZMEE/S[(SpE/] + 0. =0. (79)

The source terms of these inhomogeneous equations are:

N. ..
O = _E&dIV“(ﬁO'Q grad |¢0|2](N€ges + Na’gae’ - Ngaa)-
(80)

The homogeneous part of equation (79) involves the 2 x 2

matrix M:
M= 1 Nagaa Nagab
Ngaa \ Nogab Nogob

and the Stringari operator defined in equation (53). In or-
der to solve equation (79) we introduce the eigenvectors e
of the matrix M with corresponding eigenvalues g4. Con-
sistently with our previous approximations, we calculate,
to leading order in the differences between the coupling
constants, the eigenvalues:

(81)

9+ = Yaa (82>
NN,
g- =~ TQb(gaa + gbb — 2ab) (83)
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and the components of (0p,, dp) on the eigenvectors of M:

0pt =~ 6pa + 6pp (84)
Ny, N,
op- =~ W(sﬂa - W6Pb~ (85)

For those linear combinations we get the decoupled equa-
tions:

02op+ + ‘Z—iS[(Spi] +op=0. (86)

aa
To study the dynamics of the system we expand p+ and
the source terms oy on the eigenmodes of the Stringari
operator. It turns out that the source terms are simply
proportional to the breathing mode o4—5 already intro-
duced in equation (57). The solution of equation (86) with
the initial conditions dp+ = 0;dp+ = 0 is then:

Spe(r,t) = N|¢0(0)|2Ai%[1 — cos Qut]ags(r) (87)

with eigenfrequencies and amplitudes given by:

1/2
5
2. = < gi) w (88)
Gaa
N2 N2 2N, Nj
A+ _ 2 9aa + t}g;;; + atVbgab 1 (89)
N, Ny | N, N — N, — N,
A = ;7213 [ aJaa + bgal;vg b3dbb aJab (90)

We note that when the numbers of atoms N, , satisfy the
breathe-together condition (Eq. (26)) the amplitude A_
vanishes as expected, since dp_ = 0 in this case.

4.2 Validity of the linear approximation

In order for our linearized treatment to be valid the devi-
ations dp should remain small as compared to the initial
densities. A first necessary condition to be satisfied is that
the eigenfrequencies {24 should be real. This imposes the
positivity of the matrix M, ensured by the positivity of
its determinant:

92 < Gaagbb- (91)

This condition is known in the case of homogeneous
mixtures of condensates as a stability condition against
demixing [23]. To the leading order in the difference be-
tween the coupling constants, the condition (91) is equiv-
alent to Jaa 1+ Gob — 2gab > 0.

We note at this point that the amplitude A_ /g_ in the
expression for dp_ is a ratio of two small numbers. When
this ratio is large the system can evolve far from its initial
state even in the stable case g_ > 0: numerical solutions
of the Gross-Pitaevskii equations confirm this expectation,
showing the formation of a crater at the center of one of
the condensates. We therefore have to impose a second
condition:
< 1.

‘Ai@ (92)

g+
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Finally the present treatment is based on the classical
hydrodynamic approximation; by including the quantum
pressure terms in the hydrodynamic equation for the ve-
locity field one can show that this imposes on the eigen-
frequencies £2_:

th

— <0 93
. (93)

(see also Appendix C). This condition can be violated even
in the Thomas-Fermi limit, when the g_ eigenvalue almost
vanishes. In this case one has to include the quantum pres-
sure terms; the decoupling property of dp is unaffected;
for the evolution of dp_ similar results as in equation (87)
are obtained; we find e.g. 2_ ~ 63hw?/8u.

4.3 Phase dynamics

We assume that all the conditions for the validity of the
linearized treatment are satisfied so that we can proceed
to the analysis of the relative phase dynamics. To this
ailm we write the equation of evolution for the phases 6.
of the condensate wavefunctions ¢, in the classical hydro-
dynamic approximation:

h
00: + 5 (grad 0. = —[U + gecp: + geerpel /B (94)

The equations for the velocity fields previously given are
simply the gradient of equation (94). By linearizing equa-
tion (94) around the initial state 8. = 0 we obtain for the
relative phase:

7Oy (0a — 0b) =~ —|d0|*(Nagaa + Nogab — Nogbb — Nagab)

+ (gab — Gaa)0pa + (gbb — gab)dpp.  (95)
The right hand side of this equation is a sum of terms
constant in time and of oscillatory functions of time. The
function 0, — 6, then has two components: an oscillat-
ing component and a component diverging linearly with
time which will dominate for long times. By using the re-
sult equation (87) and the Thomas-Fermi approximation
for |¢(0)]? (Eq. (43)) we can calculate the time diverg-
ing component and we obtain to leading order in the g’s
difference:

0o — O ~ — 5Ngaa [Nagaa — Nogob + (Nb — Na)gab) t/h.
(96)
We now use equations (17, 20) to obtain:
1/ du Gaa + gbb — 2Gab
~ (SR Jaa T 9bb — 2ab 4y o7
e (i), B e

2 du
xo - (eal? = e ?)xa ~ — Q—)
° * 50aa \AN / y_x

X (|Ca|29aa + |Cb|29ab - |Cb|2.gbb - |Ca|29ab) t/h (98)
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where we introduced the derivative of the chemical po-
tential with respect to the total number of particle
(du/dN)(N = N) ~ (2/5)i/ N in the Thomas-Fermi
limit. As we already found in the particular case of the
breathe-together solution the constants x4 and xs govern-
ing the relative phase collapse are highly reduced for close
g’s with respect to the case of non mutually interacting
condensates.

4.4 Physical interpretation of the results

We now show that all the previous results of this section
can be interpreted in terms of small oscillations of the
condensates around the steady state.

Let us introduce the steady state densities p5* for the
condensates with N, particles in a and Ny, particles in b.
As we are in the case of quasi complete spatial overlap be-
tween the two condensates we can use the Thomas-Fermi
approximation to determine these densities:

(99)
(100)

pa — U = pztgaa + pitgab
o — U = pgan + pi gob

where . are the chemical potentials in steady state. We
rewrite these equations in terms of the deviations dp* of
the steady-state densities from the initial state densities
N.|¢o|? and in terms of the deviations du. of the chemical
potentials from p defined in equation (1):

6Ma = (Nagaa + Nbgab - Ngaa)|¢0|2 + 5pztgaa + 5psbtgab
(101)

S = (Nogbb + Nagab — Ngaa)|do|* + 605 gab + 005 gob.
(102)

Using the fact that the spatial integral of Jp. vanishes,
we get from integration of equations (101, 102) over the
volume of |@g|? the approximate relations:

5:”’& = 5N—’Lg:a (Nagaa + Nbgab - Ngaa) (103)
Siiy = —F— (Noges + N Ngaa) (104)
Hb = 5N du b3gbb afab Gaa)-

We can therefore check that the relative phase of the con-
densates in steady state, given by 65° — 65* = —i(dua —
O )t/h, evolves as in equation (96). The phase decoher-
ence properties of the evolving mixture are then essentially
the same as in steady state.

Moreover we now show that the average (dp:) of dp.
over the oscillations at frequencies 24 coincide with §pSt.
First, by averaging equation (77) over time we find that
the velocity fields have a vanishing time average [24]. Sec-
ond, we average equation (78) over time; we find equa-
tions for the spatial gradient of (dp.), which coincide
with the spatial gradient of equations (101, 102), so that

(0pe) = 0p2" [25].
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5 Discussion of the JILA case

In the JILA experiment the values of the three coupling
constants between the atoms are known with good preci-
sion; they are in the ratio [10]:

Gaa: Gab : gob = 1.03:1:0.97. (105)
No breathe-together solution exists in this case, as g,p lies
within g,, and gpp. Experimentally half of the particles
are in the state a so that |c.|?> = |ep|? = 1/2, and the
mean total number of particles is N = 5 x 10°. Although
the coupling constants are close, the linearized treatment
presented in Section 4 does not apply either, because con-
dition (92) is violated. It is actually found experimentally
that the two condensates evolve far from the initial state,
with formation of a crater in the a condensate while the
b condensate becomes more confined at the center of the
trap; eventually the condensates separate in some random
direction [10].

To avoid the crater formation and trigger the spatial
separation of the two condensates in a reproducible direc-
tion a small spatial shift is applied to the trapping poten-
tial of one of the two states. The two condensates separate,
with a relative motion exhibiting strongly damped oscil-
lations [10]. The system then reaches a steady state that
still exhibits phase coherence, up to times on the order of
150 ms after the phase state preparation [9].

5.1 Time dependent calculations

We have already studied in [15] the damping of the relative
motion between the condensates, by numerical integration
of the coupled Gross-Pitaevskii equations (Eq. (9)). The
agreement with the experimental results of [10] is qualita-
tively good, although the damping in the theory is weaker
and incomplete, small oscillations of the condensate wave-
functions remaining undamped even at long times.

We have applied the formalism of Section 2 by nu-
merically integrating the Gross-Pitaevskii equations for
the parameters of the JILA experiment. The coefficients
Xs, Xd, now complicated functions of time and space, are
obtained by evolving wavefunctions with slightly different
numbers of atoms in @ and b. In order to facilitate the com-
parison with the experiments, in which the z-integrated
atomic density p,(y, z) in the internal state a is measured
after the 7/2 pulse applied at time 7, we calculated the
following contrast:

maxgp, — mingp
CiLa(y, 2) = Pa Pa

maxgsp, + mingp,
_ 2l de (Bi(r ()5
Zfs:a,b fd:L' NE|¢€|2(7—7)

where the interference term (15) is averaged over a Gaus-
sian distribution of the total number of particles with a
standard deviation AN. A direct comparison with the ex-
periment would require the inclusion of the 22 ms ballistic

(106)
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expansion, not included in the present numerical calcula-
tions.

Our numerical result for Cy,a at the center of the
trap for the species a, y = z = 0, is presented in Figure 2,
for Gaussian fluctuations in the total number of particles
AN/N = 8% corresponding to the JILA experiment [26],
together with the pure Gross-Pitaevskii prediction Cgpg
obtained by setting all the x’s to 0. The Gross-Pitaevskii
prediction oscillates around (Cgpr) = 0.63. On the con-
trary the result of the more complete calculation including
fluctuations in the relative and total number of particles
exhibits a damping of the contrast, that we have fitted by
convenience with the formula Cyp,a = Cpe™7t; we obtain
Co ~ (Cgpg) and vy~ = 0.42 s.

Note the oscillatory aspect of the curves in Figure 2.
More understanding of the structure of the condensate
wavefunctions given by equation (9) is required as this
point: as detailed in [15] ¢ is a sum of a smooth part, per-
forming oscillations with frequencies expected to be close
to eigenfrequencies of the steady state condensates [27],
and of a noisy quasi-stochastic part. The slow oscillatory
structure evident on Cgpg comes from this smooth oscil-
lating part of the wavefunctions.

We have also considered the ideal case of a well-defined
total number of particles. The numerical prediction for the
contrast Cjr,4 in this case corresponds to a very long lived
phase coherence: after a time of 1 s, the contrast is still
very close to the pure Gross-Pitaevskii prediction.

5.2 Steady state calculations and effect of particle
losses

As the wavefunctions at long times perform mainly os-
cillations around the steady state we have also tried a
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Fig. 3. For the parameters of the JILA experiment (except
the 22 ms ballistic expansion), collapse time t. for Cyr,a at
y =z =0 as a function of AN/N for zero temperature steady
state condensates in the shifted traps.

much simpler steady state calculation (see Sect. 2.5). Dur-
ing the collapse time the contrast Cy,a is a Gaussian
in time (Eq. (22)), with an initial value 0.958 and with
a half-width ¢, at the relative height e=1/2. We plot in
Figure 3 the variation of ¢. as function of the standard
deviation AN. As we find x5/t = —7.7 x 1075 s71 and
Xa/t = —4.5 x 107* s71, one has |xs| =~ |xal/6, so that
relatively high values of AN are required to observe a
significant effect of the fluctuations of the total number
of particles on phase decoherence. For AN = 0.08N the
phase decoherence time is t. = 0.32 s, close to the result of
the time-dependent calculation of Figure 2. Note that for
such a high value of AN/N the decay of the phase contrast
in equation (22) is essentially due to the first exponential
factor accounting for the smearing of the phase by fluctu-
ations of the total number of particles, the spreading of
the phase for a fixed number of particles being very small
(Nx3(te)/2 ~ 0.005).

We now briefly consider the issue of losses of parti-
cles. An intrinsic source of losses in the JILA experiment
are the inelastic collisions between a atoms and b atoms,
resulting in the simultaneous loss of two particles. We es-
timate the mean number (dN) of lost particles from the
rate constant Ko for binary inelastic collisions between
the states |[FF = 1,m = —1) and |F = 2,m = 2) [2§]
and from a numerical calculation of the overlap inte-
gral [ d3r|¢a|?|¢p|®. For the JILA parameters we find
(§N)/N = 0.04 at time . = 0.32 s. One could then naively
expect the effect of losses on phase coherence to be com-
parable with the effect of fluctuations of N.

To test this naive expectation we use the following
simple model, inspired by the two-mode model developed
in [8], and focusing on the effect of the losses on the drift
velocity v(IV) of the relative phase of the two conden-
sates given in equation (21). Imagine that the system has
initially N condensate atoms and that k binary inelastic
collisions have taken place at times t; < ... < t; between
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time 0 and time t. The shift of the relative phase during ¢
is then given by:

o / dr v(N (7)) = o(N)t1 + o(N — 2)(ts — 1)
0

+...+o(N =2k)(t —tr). (107)

As we do in [8] we assume a constant mean number of
collisions A per unit of time and we average the phase

factor €' multiplying the interference term W;bT?/;J over

the probability distribution of the times ¢1,... ,f; and of
the number of loss events k,
Pi(ty, ... tg; k) = e (108)
to obtain:
()] = exp {—{k)[1 - sin(2xs)/(2xs)]} (109)
e |300¢] o< 0

where 2(k) = 2\t = (JN) is the mean number of lost par-
ticles during ¢. At time t = t. = 0.32 s the corresponding
modulus of the averaged phase factor is on the order of
[1—4 x1079], very close to one: particle losses have a negli-
gible effect on the phase coherence at the considered time
te, even if (0N) and AN have the same order of magni-
tude.

Actually an inspection of the xs dependent factor in
equation (22) and of equation (110) reveals that these
equations have the same structure; replacing in equa-
tion (22) the variance AN? of the total number of par-
ticles by the variance Ak? of the number of loss events
(Ak? = (k) as k obeys a Poisson law) one recovers equa-
tion (110) up to a numerical factor inside the exponential.
For equally large values of AN and (k) the effect of losses
on phase coherence is less important than that of fluctu-
ations of N because Ak? = (k) < ANZ.

We have also investigated another source of losses, the
collisions of condensate atoms with the background gas of
the cell. Assuming a lifetime of the particles in the cell of
250 s as in [29] we find as well that this loss mechanism
has a negligible effect on the phase coherence for a time
te =0.32 s.

6 Conclusion and perspectives

We have extended previous treatments of the phase dy-
namics of Bose-Einstein condensates at zero temperature
to the case of mutually interacting and dynamically evolv-
ing binary mixtures of condensates, for a measurement
scheme of the phase coherence inspired by the JILA ex-
periment.

We have first applied this extended formalism to
the interesting breathe-together solution of the Gross-
Pitaevskii equations, in which the two condensates oscil-
late in phase, remaining always exactly spatially superim-
posed. The analytical results for the phase show that a
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dramatic increase of the phase coherence time can be ob-
tained for close coupling constants gaa, gab, gbb describing
the elastic interactions between a atoms and b atoms.

We have also treated analytically the case of close g¢’s,
in the absence of demixing instability. Basically the phase
collapse is identical to the steady state case for the two
mutually interacting condensates.

Finally, we have investigated numerically the more dif-
ficult case of JILA. We find a collapse time of the phase on
the order of 0.4 s, both by a dynamical and a steady state
calculation, in the case of Gaussian fluctuations of the
total number of particles, corresponding to AN/N = 8%.
This result for the collapse time is significantly larger than
the experimental results (no phase coherence measured af-
ter 150 ms). We have also estimated in a simple way the
effect of collisional losses on phase coherence in the JILA
experiment.

A possible extension of this work could include the
effect of the presence of a thermal component in the ex-
periment.

Part of this work (the breathe-together solution) would have
not been possible without the contribution of G. Shlyapnikov,
J. Dalibard and P. Fedichev. We thank A. Leggett, Y.
Kagan for very useful discussions on the role of fluctuations
in the total number of particles. We thank Ralph Dum for
help in the numerical calculations. A.S. acknowledges finan-
cial support from the European Community (TMR individual
research grant).

Appendix A: Phase correction
to the Gross-Pitaevskii prediction

We consider the evolution of the Fock state
|Na:a(0), Np:¢p(0)) (with N,3 particles in the in-
ternal state a,b). The model Hamiltonian we consider
contains the one-body Hamiltonians H. and elastic
interactions terms:

. N A 1 At oAt oA s
H = /ddr Z wsTsts + §gaawaTwaTwawa

e=a,b
+ ot B Gty + ganh Gtk (A1)

where d;g is the atomic field operator in the internal
state €.
We use the Hartree-Fock type ansatz for the N-body
state vector:
W) = e AN, L, (1), Ny : (1)) (A.2)

A variational formulation of the Hamiltonian equation

d
ih—|¥) = H|P) (A.3)
dt
leads to the Gross-Pitaevskii equations for ¢.(t), given
in equation (9), up to the undetermined phase factor
A corresponding formally to a time dependent Lagrange
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multiplier ensuring the conservation of the norm of |¥).
To determine this phase factor A, we multiply equa-
tion (A.3) on the left by the bra (¥|; we obtain:

|Na: @a(t), Nb: dp(t)) =
(D|H|W). (A.4)

A+ i1(N,: ¢a(t), Ny : ¢b(t)|%

The scalar products are calculated in second quantized
formalism, e.g. we find:

|Nat 8a(t), N s (1)) =
ZMw%MWM)

(N2 6a(8), Ny 2 (1)

We finally arrive at equation (11).

Appendix B: Derivation of the interference
term

When the N-body state vector is initial a phase state (2)
and if one assumes that the Fock states evolve according
to equation (8) one gets the following expression for the
interference term between the two condensates:

<w N—Cacbz *1'N'

X ¢a(NaaNb)¢b( a— 1Ny +1)

« ol[A(Na=1,N,+1)— A(Na,Ny)] /R

[<¢a(Na -1, Ny + 1)|¢a(Naa Nb)>]Na_1

[{éb(Na — 1, Np, + 1)[¢ (Na, Nb))] ™™
(B.1)

where N, = N — N,. In the large N limit, we expand to
first order the effect of shifts of N. by unity in the last
three lines of the previous equation:

2(Na—1)|,. 2Ny,
|cal |cb|

X
X

¢a(Na_1aNb+1) ¢a( -1 Nb)+8Nb¢a(Na_1aNb)
(B.2)
¢a(NaaNb) ¢a( -1 Nb)+aN Qsa(Na*]-;Nb)
(B.3)
A(Naf]., Nb+].) ~ A(Naf]., Nb)+8NbA(Nafl, Nb)
(B.4)
A(Na,Nb) ~ A(N —1 Nb)+aN ( -1 Nb)
(B.5)
We then get:
NI
<¢b1/’a>N = Calp, Z |ca PN | [2N

— 1)!]\[ !
X ¢>a(Na, Nb)<j>b(Na —1,N,+1)

x O(Na=L,Ny) (B.6)
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where we have introduced the real quantity:

1
Q(Naa Nb) - g(aNb - aNa)A(Naa Nb)

+1) Ne(9e(Na, No)l(On, — O, )|¢(Na, Nv)). (B.7)

We calculate the time derivative of @(N,, Ny) using the
Gross-Pitaevskii equations (Eq. (9)). After lengthy calcu-
lations we find

O(N,, Ny,) = 0. (B.8)

In the Gedanken experiment considered in this paper, the
initial wavefunctions ¢.(t = 0) depend only on N, + Ny
so that they have a vanishing derivative Oy, — On,, and
we take initially A = 0; this leads to @ = 0. The same
conclusion holds if the initial wavefunctions are real.

Appendix C: Approximate evolution
in the Thomas-Fermi limit

After the gauge and scale transforms equations (40, 41),
the equations of evolution for ¢ and dpq read:

ihd = — e Ap+ Y [U( )+ N |$I2—’}5
1 t¥ — 2m>\2 gaa)\3 r Jaa M
(C.1)
52
lflat5<pd = 2 22 A&Pd
g N 12 =l sz
" gms (U() + Ngaalol? — | 84
T
+ 33 Nb(gbb — gab) (19[*60a + ¢ 5¢7). (C.2)

In the Thomas-Fermi limit the terms involving the Lapla-
cian are small; if we neglect them we get for the time
derivatives of the a and [ variables defined in equa-
tions (44, 45):

1h8t5 = 1 (gaa gab)a' (C4)

The variable « has actually been defined in a way to obtain
zero on the right hand side of equation (C.3).

The first equation (C.3) is not an acceptable approxi-
mation for the evolution of o, we therefore include in d;«
the contribution of the Laplacian terms:

h? div Ja gradg?)i grad $*
2mA\? & &

+2|<;5|2 grad ﬁ} . (C.5)

1h8t05 = —

Furthermore, along the lines of reference [17], one can
show that ¢ has a negligible time evolution in the Thomas-

Fermi limit; we can then replace ¢ by its initial value ¢
and we recover the first line of equation (47).
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The second equation (C.4) is an acceptable approxi-
mation for the evolution of 3 if the neglected terms, all

involving spatial derivatives of «, 3 or ¢, are small as com-
pared to the right hand side of equation (C.4), as they
are expected to be in the Thomas-Fermi limit. Neglecting
these terms, we recover the second line of equation (47).

In order to estimate the order of magnitude of the
neglected terms in the time derivative of 3, we calculate
the exact derivative:

. 1
lhatﬁ = FNa(gaa - gab)

2 grad;ﬁ grad;ﬁ*

~k

¢ Y

} . (C.6)

We replace (?) by ¢o. We consider an eigenmode with fre-
quency §2,; from equation (52) we estimate Aa/a ~ q/R3.
Assuming A on the order of 1 we get the condition

grzidg n gradgﬁ*]

2 1
—57: Aa — - grad « -
2mA2|g)2 2

46 A6

P

th
2> q— (C.7)
I
which we can rewrite as
Q4
1< = . C.8
Vi< (©3)
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